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FlatFlash disables page promotion for persistent memory regions 
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Metadata Durability in File Systems
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Put It All Together 
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