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Introduction
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● Finding Triangles and Trusses in large graphs efficiently 
using both GPUs and CPUs on the IBM Newell Machine

● Triangle Count (TC): # of cycles of length 3
● k-Truss Decomposition (TD): Non-trivial subgraph with 

each edge connected to at least k-2 triangles [1, 2].
● Objective: 
○ To optimize our previous work [4] for better resource 

(compute and bandwidth) utilization
○ Submission for Static Graph Challenge [3]

Zero-copy Memory: 
Allocated using cudaHostAlloc with 

cudaHostAllocMapped flag.

Unified Memory: 
Allocated using cudaMallocManaged.

● 2 IBM Power9 CPUs each with
○ 10 Cores (80 threads)
○ 256GB of Memory

● 4 NVIDIA Tesla V100 (Volta) GPUs each 
with
○ 5120 Cuda cores
○ 16GB of HBM2 Memory

● GPUs connected to each other and 
CPUs using NVLINK 2.0 x3

Optimization: Delete edges in 2 phases
● Short Update: Mark affected to-be-deleted edges with a 

sentinel value, and not count them for future triangle counts.
● Long Update: Once per k-value, aggregate all short updates 

and perform stream compaction to remove edges from graph.

Conclusions
● Our optimizations provided excellent speedup of our 

previous submission [4] (TC: 47.6x avg, 117x max; 
TD: 5.7x avg, 13.52x max)

● Large graphs can be processed efficiently using Zero 
Copy memory (ie. 57 sec for TC on Friendster graph)

● Future research:Applying graph partitioning to 
improve multi-GPU performance

Memory Management
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